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As the world contends with the wide-ranging ramifications of the global COVID-19 pandemic, it has been
simultaneously beset by the global information crisis, which mimics the shape of the pandemic itself in its
viral effects across huge segments of the global population.

Misinformation—unwittingly spread false information—is rampant. Overarching narratives, targeted
propaganda, and particularly disinformation—the deliberate generation of false or misleading information
designed to engender public cynicism or uncertainty—are being piped into the global information
bloodstream in large quantities. While some of this comes from domestic political actors, determined
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authoritarian regimes and their proxies have been quick to seize this window of opportunity for asymmetric
transnational impact. Many of those targeted, including governments, institutions, and segments of societies,
have been too overwhelmed to respond effectively.

These networked, cross-border influence operations by authoritarian actors have grown in sophistication and
effectiveness in recent years,1 shaping narratives and targeting democratic institutions during important
geopolitical moments.2 While not disavowing more traditional forms of propaganda, authoritarian regimes
are increasingly using digital influence operations as a method of censorship and manipulation, flooding the
information space3 with false or misleading narratives designed to crowd out independent voices and
expertise. Their motivations may be as narrow as seeking to muddy facts around particular incidents, or as
broad as endeavoring to damage institutions and social cohesion in democracies4 by exploiting and
amplifying social, political, and economic vulnerabilities.5 There is increasing evidence that authoritarian
networks are amplifying, cross-pollinating,6 and learning from one another.7 Key authoritarian state and
state-linked actors in this space include those from the People’s Republic of China (PRC), Russia, Iran,
Saudi Arabia, Venezuela, and others.8

But while the current moment shows these patterns in stark relief, this is not a new dynamic. Over the past
several years, such challenges emanating from the networked, global information ecosystem have moved to
the heart of great power competition for the United States and other democracies around the world. While
this is slowly prompting a rethink of the typical national security toolkit, democratic governments remain
back-footed and hampered by lack of capacity and broader coordination. Existing structures, policy
processes, and prescriptions have yet to catch up with the scale of the challenge. Meanwhile, authoritarian
regimes use the current chaotic moment to fine-tune their global approaches and press their advantage. The
non-governmental sector (including media and tech platforms) and the broader public represent both a soft
target as well as a source of resilience—yet are not fully integrated into policy conversations and potential
solutions.

In a time of growing distrust of institutions—and doubts about democracy’s capacity to deliver—authoritarian
regimes are no longer content to quell democratic stirrings within their own borders. In ways subtle and overt
they are actively using the global information space to take aim at the values and institutions undergirding
the rules-based international order, discrediting the idea of democracy, and attempting to weaken key
democratic norms. Far from merely aiming at boosting approval ratings at home and abroad, for them this is
an existential question about the survival of their governance systems, and the values that should underpin
the international system going forward.

This article examines recent trends and developments in authoritarian regimes’ transnational digital influence
operations, particularly in light of the COVID-19 pandemic. It will address changes in the information
environment that have proved fertile for such operations, the methods and goals of key players in this space,
and provide insight on ways that democratic governments can update their own thinking and processes to
increase resilience and capacity.

Digital Influence Operations
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A number of terms have been used to describe a range of activity in the information space; hybrid warfare,
psychological warfare, active measures, fake news, disinformation, propaganda, coordinated inauthentic
behavior, information/influence operations. While not interchangeable, they all describe a range of
interrelated malign activity, intended to mislead or deceive, in the global information space. For the purposes
of this article, the term “digital influence operations” will be used to broadly capture the categories of digital
activity most commonly employed by authoritarian regimes internationally to manipulate, censor, and
degrade the integrity of the information space for strategic purposes.

While these efforts take place in the digital space and are deeply networked, they are not limited to “bots,” or
automated online programs. Due to widespread bot activity during democratic elections around the world in
recent years, the perception that inauthentic coordinated activity forms the entirety of such efforts can lead to
poorly aimed responses. In fact, authoritarian digital influence efforts leverage all elements of the information
space, including through ownership of online media outlets and tech platforms, business and advertising
pressure, and traditional censorship techniques. In the case of the PRC in particular, this extends to a wide
spectrum of efforts designed to influence the architecture, norms, and governance of the global information
space in a direction that favors the Chinese Communist Party (CCP)9 and a related restriction of free
expression, distinguishing this from efforts by democratic governments.

To narrow the scope of inquiry, this essay will limit its examination to the motivations and methods of
transnational authoritarian digital influence operations. It will not examine purely domestic authoritarian
campaigns to crack down on homegrown dissent or manipulate information. Similarly, it will not seek to
address authoritarian regimes’ cyber exploits including hacking or other intrusions, but recognizes that these
elements frequently go together10 with digital influence operations and complement each other. Finally,
while the role of major tech platforms in facilitating disinformation is a vast and related research issue, it is
beyond the ambit of this essay to thoroughly address, except to acknowledge that without a robust response
from the world’s tech platforms, other efforts to combat authoritarian digital influence operations are not likely
to be as effective.

A Fertile Environment for Digital Influence Operations

Changes in the information environment have in some ways enhanced authoritarian regimes’ abilities to
deploy transnational digital influence operations, even as traditional aspects of democratic resilience (such
as financially sustainable independent media) have degraded. Over the past decade, the global information
space has been characterized by greater connectivity, speed, and (in some instances) transparency, but also
hyper-volatility,11 the decline of traditional and trusted intermediaries (such as local news outlets or key
editorial positions), and widespread media capture.12 Moreover, the explosive growth in connectivity over
the past decade and a half has also coincided with a resurgence in globally assertive authoritarianism as
well as backsliding on key political and civil rights in a number of countries (what some have termed the
democratic recession).13
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It is notable, however, that whereas in the past it was assumed that democracy would clearly benefit from a
more democratized, decentralized information space with fewer gatekeepers, this has not necessarily
materialized. In fact, some of democracies’ traditional strengths have become weaknesses in the new
environment. Commercial competition among media providers used to be thought a determinant in
enhancing the quality and credibility of competition; however, in the current environment, struggling
independent, for-profit media can be and are frequently competing not only against each other but also
against outlets (in both the physical and digital space) that are bankrolled by free-spending, authoritarian
governments, or those affiliated with them. Not only does this present an uneven playing field, but
commercial pressures may also lead outlets to relax editorial scrutiny of outside contributors, who may be
concealing business interests linking them to authoritarian governments.14 Disinformation outlets may also
disguise themselves as independent journalism while failing to adhere to standard, best-practice
accountability measures, such as bylines, mastheads, verification, corrections, and community service
principles. Meanwhile, real news generation atrophies because platforms have absorbed the revenue of local
independent journalism.15 All of this can facilitate the success of authoritarian regimes’ strategies to disrupt
and subvert the information systems of targeted countries and regions.16

This has been paralleled by the rise of the “attention economy,” which monetizes clicks and can drive
information consumers toward particularly viral or sensational pieces of content.17 Even as major technology
platforms monetize attention, they maximize the data gathered from individual users, what some have called
the surveillance capitalism model,18 which can have strong negative implications for individual privacy19
and create openings for authoritarian practices. The collection of vast amounts of data on individuals can
enable precision microtargeting of messages, offering a potential goldmine for purveyors of disinformation.
This combination can create a perfect storm of opportunity for authoritarian regimes and others who exploit
these opportunities, including, for instance, the black market for attention (demonstrated by NATO studies of
paid fake engagement on social media platforms).20 As Ronald Deibert has summarized, the algorithms
underlying social media also propel authoritarian practices that can facilitate manipulation, undermine
accountability, and enable surveillance that can act as a proxy for authoritarian control.21

While it is not only authoritarian regimes that are able to manipulate the current information environment—far
from it, as authoritarian-leaning populists from backsliding democracies demonstrate—it is striking that
studies of state actors employing such tactics highlight the prominent role played by major authoritarian
regimes such as China and Russia. The Oxford Internet Institute’s (OII) recent inventory22 of organized
social media manipulation highlights not only authoritarian regimes’ growing capabilities to harness the
information space within their own borders, but notes that around the world, there has emerged a key
handful of sophisticated state actors who have been able to use computational propaganda for foreign
influence operations. This handful consists of seven countries (China, India, Iran, Pakistan, Russia, Saudi
Arabia, and Venezuela), five of which are ranked as “Not Free” (and one as “Partly Free”) by Freedom
House’s comprehensive measure of civil and political rights.23 OII gives special mention to the PRC as
having become a major player in the global disinformation order, whose aggressive use of Facebook, Twitter,
and YouTube should raise concerns for democracies.24 As noted further on in this article, these techniques
have expanded and explored new modalities since the onset of the COVID-19 pandemic.
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It should be noted that while authoritarian regimes can frequently be the source of global digital influence
operations, the viral spread of disinformation requires person-to-person transmission; that is, there must be a
demand for bad or misleading information that matches the supply. Analysis of why information consumers
consume the content they do, and in particular why they may seek out and share misleading content for
emotional or ideological validation, is important to understanding the broader dynamics behind the spread of
disinformation in the current environment.25 The answer may be linked to the psychology of news
consumption and opinion formation. Research shows that across geographic contexts, deeply polarized
societies with low trust in the media may be more susceptible to these psychological drivers behind
consumption of misinformation or disinformation.26 All of this has implications for response, as noted below.

Illustrative Tactics and Methods of Authoritarian Digital Influence Operations

Individual countries have differing strategic objectives and have pioneered different tactics, but they have
also sought to pull best practices from each other and amplify each other when it serves their purposes.
Many authoritarian regimes have a common interest in not merely burnishing their own images
internationally, but in sowing distrust in democracy and the rule of law generally. Discrediting democracy as a
governance model is a goal that all authoritarian regimes share, and the cost of doing so through the tactics
described here has grown radically cheaper in recent years. Moreover, for many authoritarian regimes,
control of information and narrative is seen as key to regime security, and inextricably bound up in their
foreign policies. The following section highlights some key countries’ digital influence tactics and operations,
but is by no means meant to be exhaustive.

Innovations in Disinformation: Russia

Various aspects of Russian digital influence operations across North America, Europe, and beyond are now
well known, and appear to have served as a model for other authoritarians’ efforts. Many are now familiar
with the Kremlin’s attempts to utilize the information space to propel disinformation, sow distrust, promote
polarization, and disrupt elections, particularly in the immediate run-up to the U.S. 2016 presidential election.
Yet these efforts did not start there, nor did they end there. As some have noted, Russia’s much-vaunted
Internet Research Agency, run by a key Putin ally, originally was set up to manipulate domestic discourse
within Russia.27 Such efforts then moved outward, gradually being tested in near-abroad environments such
as Ukraine, before being deployed successfully in countries much farther afield. These activities may have
been put in place well before any elections: Studies have found that Russian digital influence operations on
platforms such as Twitter may have been set up and running well in advance of key election dates, speaking
to foresight and planning as well as a long-term approach.28

Contrary to some perceptions, these operations do not rely solely on perpetuating overt falsehoods. Key
tactics employed by Russian military intelligence (GRU) and others have included, according to a Stanford
study, the updating for the digital age of such longstanding tactics as narrative laundering (legitimization of
created narratives through repetition citations across media), and boosterism (repetitive content reinforcing
the perception that a certain narrative represents a popular point of view). The digitization of old methods,
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according to the Stanford study, includes creation of online sock puppets, front websites purporting to be
independent media, byline placement in politically aligned outlets, and dissemination and amplification via
social networks. 29

These tactics have been applied across weak and backsliding democracies, as well as more authoritarian
environments, often in instances less well-known than the much publicized efforts surrounding the 2016 U.S.
elections. In Turkey, for instance, censorship and manipulation already characterize the domestic information
environment and render it susceptible to digital influence operations from the outside, including from Russia.
Some argue that in addition to common strategies such as boosting both government and opposition
narratives to foster division, pro-Russian digital influence operations in Turkey use a “forced perspective”
approach that relies not on falsehoods, but on manipulating accurate information in order to remove context
and distort the public narrative in favor of Russia’s objectives.30 Meanwhile, emerging studies on Russian
digital influence operations across sub-Saharan Africa appear to show operations relying on private chat
channels, as well as native-speaker local subcontractors, adding a wrinkle to attribution of disinformation
campaigns.31

Growing Sophistication: Iran

Iran’s transnational digital influence operations have only in recent years come to the attention of the broader
security and international affairs community. Analysis by the Atlantic Council notes that Iranian sock puppets,
operating as early as 2010, have grown exponentially in recent years, with Facebook identifying (as of early
2020) approximately 2,200 assets directly affecting six million users, and 8,000 Twitter accounts responsible
for roughly 8.5 million messages. These information operations, according to the Atlantic Council, have
typically contrasted with Russian tactics; rather than sowing disinformation, they have tended to exaggerate
Iran’s moral authority while minimizing Iran’s repression of its citizens.32 As is the case with Russia and
other authoritarian regimes, the Iranian approach is informed by the government’s domestic experience with
social media censorship and manipulation, particularly in the aftermath of the 2009 Green Movement
protests, but with more sophisticated techniques being deployed domestically in more recent years. For
instance, during the January 2018 nationwide protests, Twitter bots attempted to discredit widely shared
videos of rallies, while pro-regime accounts guided protestors to the wrong locations and sought to convey
that protests were small and localized.33

This growing sophistication has translated to past and ongoing transnational digital influence operations.34
FireEye Threat Intelligence has identified networks of English-language social media accounts, thought to be
organized in support of Iranian political interests, engaging in inauthentic behavior, with several of those and
related accounts subsequently removed by Facebook, Instagram, and Twitter in early 2020. According to
FireEye, the broader network has leveraged authentic media content to promote desired political narratives
that align with Iranian interests.35

Targeted Harassment: Saudi Arabia
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Saudi Arabia’s harassment of journalist Jamal Khashoggi prior to his murder is well known, but such attacks
reportedly formed just a part of a broader pattern of troll farm-generated harassment of critics, dissidents,
and others. According to OII, externally focused Twitter bot networks and disinformation increased following
Khashoggi’s murder in October 2018, seeking to cast doubt on key Saudi officials’ roles in the murder, but
other activities include posting of pro-government messages, inflammation of sectarian tensions, and
targeting of key rivals.36 According to the New York Times, Saudi operatives have been particularly active
on Twitter, which has been used widely for news in the country since the Arab Spring uprisings.37 Analysis
of a December 2019 takedown of 88,000 Twitter accounts managed by Smaat, a digital marketing company
based in Saudi Arabia, showed links to “a significant state-backed information operation” that combined
commercial content with attacks on critics of the Saudi regime and criticism of Qatar, Iran, and Turkey.38
Among its neighbors, Saudi Arabia is hardly singular for engaging actively in digital influence operations; half
of the 12 countries identified by the OII as expending considerable human and financial resources on digital
influence operations were from the Middle East, including Egypt, Iran, Israel, Saudi Arabia, Syria, and the
UAE.39

Expanding Through the Broader Information Ecosystem: China

Until relatively recently, the Chinese Communist Party’s (CCP) digital influence operations were considered
relatively minimalist and ineffective, limited to tweeting harmless and obvious propaganda through official
social media channels. This itself has been a misunderstanding of the CCP’s full approach, as the party’s
longstanding effort to influence the global information environment has been multifaceted and directed
simultaneously at infrastructure, governance, norms, standards, and technological development—all in
addition to projecting disinformation and shaping broader narratives through journalism training and
exchanges, content linkups, and leverage over private business.40 In this sense, its digital influence goals
are uniquely broad and ambitious, representing an effort to reshape the structure of the internet and
emerging technology.41

While this article does not dwell at length on the PRC’s longstanding efforts to reshape norms, platforms,
technological development, and governance through both state action and the private sector, it is important
to note that such activities surround and predate42 the more public digital influence tactics that have been on
more recent display. Recent elections in Taiwan and the Hong Kong protests for democracy proved a key
inflection point for understanding the Chinese party-state’s evolving and more complex approach to digital
influence operations. While the official digital footprints of Chinese state media accounts can be overt in their
propaganda, sub rosa digital influence operations have taken aim at the legitimacy of the Hong Kong
protests, at the credibility of the protestors themselves, and at the integrity and legitimacy of the Taiwan
elections and individual candidates.43 Analysis conducted by the Australian Strategic Policy Institute of a
2019 network targeting the Hong Kong protests that was subsequently taken down by Twitter found that
while the specific information operation appeared relatively hastily put together and unsophisticated, there
was evidence that the network had been repurposed from earlier accounts—demonstrating that actors linked
to the Chinese government may have been running covert digital influence operations on western social
media platforms for at least two years prior.44
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None of this is to say that the official digital footprint of state media is ineffective—far from it. While some
point to the unsubtle regurgitation of CCP talking points, there is growing evidence that such outlets are
gaining in credibility and reach. As the Economist points out, the English-language Facebook page of state
broadcaster CGTN is followed by 77 million, the most of any news site; the PRC also runs five of the six
media outlets with the biggest Facebook followings, and if current growth continues Chinese state media
may attract more followers in the coming years than even the most popular sports and entertainment
celebrities in the world.45

It is important to note that the PRC’s digital influence operations are not limited to western-originated
platforms such as Facebook and Twitter. Chinese internet companies are now among the biggest in the
world, and they provide potentially powerful alternate platforms to those from Silicon Valley—often with more
obscure and less rights-protecting content policies and algorithms, data privacy practices, and governance
structures,46 governed within a PRC system where the Party is above the rule of law. Even companies that
may wish to act independently are constrained by the pressures placed on the private sector within the PRC.
There is evidence that platforms originating in China are pressured to hew to CCP content guidelines—even
outside of China’s borders, as evidenced by censorship47 and manipulation on, among others, globally
popular Chinese-owned social media platform TikTok.48

Meanwhile, as WeChat grows in popularity throughout the world, politicians and others in democracies are
increasingly using it for political speech,49 even given widespread evidence of content censorship along
CCP guidelines.50 Politically motivated censorship and manipulation of content on Chinese-owned platforms
is typically not considered to be a “digital influence operation” in the classic sense, but it is likely that these
less noticeable forms of content manipulation, aiming to delete topics sensitive to the CCP from the global
conversation, will become even more prevalent if China’s technology aims and presence continue on their
current trajectory.51

Digital Influence Operations: Supercharged by COVID

The coronavirus pandemic has provided a significant window of opportunity for heightened digital influence
operations, allowing authoritarian regimes to exploit information ecosystem weaknesses to drive
disinformation while mutually amplifying and reinforcing narratives related to overarching strategic goals.
While authoritarian regimes are not the only ones taking advantage of confusion, panic, and misleading
information during this crisis, they have been able to leverage their skill at censorship and information
manipulation within their own borders to ample effect beyond them, particularly while institutions that might
hold them to account are occupied elsewhere. On the other side of this “supply” of the equation, the
psychological factors behind the “demand” side of the so-called “infodemic” may drive even greater
disinformation virality among large segments of the population, particularly during the current crisis.52

New research from the OII on misinformation and disinformation around the coronavirus pandemic indicates
a high degree of reach for authoritarian information, with content from the state-backed, English-language
outlets of the PRC, Russia, Iran, and Turkey reaching audiences of millions around the world. The study
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found that while these outlets produce less content than more independent outlets, they can achieve ten
times the amount of effective engagement—all while pushing conspiracy theories and discrediting
democracy.53

Instances of prevalent disinformation, propaganda, conspiracy theory, and misleading narratives have
proliferated. These have included (inter alia); that the coronavirus is a biological weapon deployed by either
China, the United States, or the UK; that the virus originated in the United States or Italy rather than in
China; that migrants are spreading the virus; that the virus is linked to 5G; that the entire virus is a hoax; and
that the virus is linked to longstanding conspiracy theories regarding “chemtrails” and similar narratives. 54

In Latin America rumors have spread that the virus was engineered to spread H.I.V., while in Iran it is
portrayed as a western plot.55 While it can be difficult to disaggregate organically spread misinformation
from directed digital influence operations, several specific examples can be attributed to existing major
entities in this space.

Thank you, Putin. Thank you, Russia

Unsurprisingly, the dominant authoritarian players in digital influence operations have parlayed their existing
innovation and success into more widespread manipulation of information during the global pandemic. The
Kremlin, for instance, has not only continued but deepened its strategy of amplifying divisions, sowing
distrust, and exacerbating crises.56 According to a report by the European Union’s External Action Service,
Russia’s RT Spanish is among the top-20 most engaged sources on major platforms on subjects related to
the coronavirus. Moreover, the report found the Kremlin’s disinformation strategies targeting international
audiences to focus primarily on conspiracy theories regarding global elites exploiting the virus, aimed at
creating distrust in national and European healthcare systems, institutions, and scientific experts.57

The Kremlin has used the crisis to further drive disinformation in support of strategic objectives, such as
exacerbating anti-NATO sentiment among Eastern European audiences. In Lithuania, a legitimate news site
was hacked to post a false story claiming a U.S. soldier there had contracted the virus, while pro-Russian
news outlets have claimed Lithuanian authorities would be shutting down pro-Russian media outlets, for
instance, or that strategic food reserves had been destroyed.58 Beyond Eastern Europe, the Kremlin has
been active in countries hit hard by the pandemic, including Italy, where the information environment has
already been dominated by domestically generated and spread misinformation and disinformation. According
to the Atlantic Council’s DFR Lab, the Kremlin’s “from Russia with love” message has accompanied
shipments of medical supplies and experts, with supporting narratives amplified in both Russia and Italy.
Social media content has included a YouTube video titled “Russia tries to help Italy. But is someone
mysteriously boycotting it,” watched by more than 25,000 people and liked over 8,000 times; meanwhile,
images surrounding aid transport insinuated that EU countries were obstructing help from Russia. Such
images were accompanied by hashtags #italexit and #uscITA, supporting Italy leaving the EU.59 While these
campaigns bear similarities to past information operations, the chaotic and saturated information
environment surrounding the pandemic may help them achieve added resonance and reach.
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As has been the case in the past, authoritarian-generated digital influence operations need not rely on false
information to achieve effect. Russian influence operations have also amplified genuine feelings of gratitude
among the Italian population for medical and scientific assistance; one video shows an Italian man replacing
an EU flag with a Russian one, accompanied by a sign saying, “Thank you Putin. Thank you, Russia.”60
Such narratives can be circular and cyclical. At times, disinformation narratives from Italy are also directed
back into Russia. For instance, Italian-generated anti-NATO narratives surrounding the Defender Europe 20
military exercise were circulated back into Russia just as they were beginning to fade away in Italy itself.61

Go China, Go Italy

As the other dominant player in authoritarian global digital influence operations, and as the institution with
perhaps the most at stake in building alternate narratives surrounding the origin of the pandemic, the CCP
has engaged in concerted, global action promoting its own narratives and disinformation in the current
moment. Some have marked the CCP’s current effort to position itself as a responsible global leader as a
new phase in China’s manipulation of the global information space.62 Particularly in the context of the
coronavirus pandemic, elements of CCP digital influence strategy have mimicked more aggressive, Kremlin-
style tactics in the service of promoting conspiracy theories, sowing distrust in institutions, and discrediting
democracy.63

For instance, a March investigation published by ProPublica revealed over 10,000 fabricated Twitter
accounts involved in a coordinated influence campaign, with ties to the Chinese government. Hijacked
accounts were found to have pivoted from denigrating Chinese dissidents and discrediting the Hong Kong
protests to posting disinformation about the coronavirus outbreak, and frequently linking several of these
topics. In this operation, many posts appeared aimed at influencing ethnic Chinese outside China’s
borders.64 Such operations sometimes build on past ones, and may overlay each other. In May 2020,
Twitter took down a number of accounts linked to Chinese state actors, targeting Chinese-speaking
audiences worldwide and apparently building on previous efforts to influence perceptions of the Hong Kong
protests and Chinese billionaire Guo Wengui. The Australian Strategic Policy Institute found that the network
had pivoted to attempt to influence perceptions on key issues including the U.S. government’s response to
domestic protest.65

The PRC’s digital influence operations are not limited to Chinese-language efforts. According to some
reports, state-run, English-language media accounts have used major platforms such as Twitter and
Facebook to push narratives of western incompetence and Chinese government generosity.66 As analysis
by the Alliance for Securing Democracy points out, during much of March 2020, four of the top ten most-
engaged articles on Facebook from China’s state media outlets tracked in its proprietary dataset featured
content critical of the U.S. response, while the Twitter account for China’s embassy in Italy rose to become
one of the ten most-engaged accounts within the organization’s dataset. This account generally tweeted
glowing stories about China’s virus response, but Twitter accounts belonging to top Chinese officials have
also spread conspiracy theories that raise doubt about the virus’ origin and point to the United States as a
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source. These conspiracy theories, far from being spread by a single actor, were amplified by several other
diplomatic accounts as well as Chinese media outlets.67 Moreover, they appear to have begun circulating
through unofficial accounts as early as January 2020.68

Few countries have pushed back publicly on these activities, and in fact, there are indications that behind-
the-scenes pressure has resulted in some muting their response to these tactics. In April, the New York
Times reported that European Union officials softened their criticism of China in a report documenting how
governments push disinformation about the coronavirus pandemic, although EU officials denied this was the
case.69

Taiwan, whose effective response to the virus has been somewhat minimized due to China’s broad influence
over international institutions including the WHO,70 often serves as the front line for detecting disinformation
from PRC entities. In early March, analysts detected a cross-platform disinformation campaign targeting
Taiwan, possibly emanating from Chinese netizens organizing of their own accord, claiming that the
Taiwanese government was hiding virus cases, or that bodies of those who passed away were being hidden
or burned in secret. Differences in vocabulary, tones, and characters helped distinguish messages generated
in the PRC as opposed to Taiwan, even when their origin was intended to be concealed.71

In Italy, where the outbreak was early and widespread, the information environment proved a relatively
hospitable target for CCP influence operations and narratives—the Five Star Movement has traditionally
supported warmer relations with Beijing, while the country was the first major European country to join the
Belt and Road Initiative.72 Among social media praising Chinese health assistance and celebrating closer
cooperation, one analysis found that nearly half of the tweets between March 11 and 23 featuring the
hashtag #forzaCinaeItalia (“Go China, go Italy”) and over a third hashtagged #grazieCina (“thank you China”)
were bot-originated. Misleading content was also prevalent: Bots also spread a video purporting to show
Italian citizens chanting, “Thank you China” from their windows (and later debunked), a video also shared by
official Chinese accounts.73

Broader PRC narratives have also pushed authoritarian governance as preferable to democracy during the
crisis, and have more generally sought to weaken European cohesion and solidarity. A blog post written by
the Chinese ambassador to France scolded European critics of the PRC and suggested lessons the world
should learn from China’s ostensibly more effective authoritarian model.74 In Europe more broadly, some
analysts have raised the concern that a combination of disinformation and PRC health diplomacy, echoed by
local proxies on the continent, could pave the way for wider influence in other sectors in the wake of the
crisis.75 More generally, the CCP’s more assertive approach to the information space may have
repercussions for citizens of autocracies as well as vulnerable and advanced industrialized democracies
around the world. Far from being understood as a cautionary tale, it is possible that with enough narrative
massaging, China’s initial suppression of information and clampdown on whistleblowers may provide a
model for others, with implications for international cooperation on pandemic response—authoritarian
leaders may be less likely to share information with other countries, permit observation from outside experts,
or collaborate internationally.76 Such ripple effects would have long-lasting implications for governance as
well as public health.
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While there is not sufficient space in this article to address the full scope of CCP aims and tactics in the
broader information ecosystem, there are early signs that a greater public acceptance of health surveillance
may lead to opportunities for the Chinese party-state to extend its surveillance capabilities at home and
abroad. Partnerships currently being put in place, in a variety of localities around the world77 may aid the
collection and processing of vast amounts of data, something analysts have identified as a party-state
priority.78 Moreover, China’s longstanding efforts to harness elements of the information space—including
platforms, influencers, and other nodes of the broader ecosystem—may pay dividends in the current
environment. Statements from pop stars and other influencers praising China’s response79 demonstrate that
the party-state’s robust and carefully built propaganda apparatus, including documentaries, entertainment,
and other elements, can be brought to bear on the current moment.80

Convergence and Amplification

The heightened chaos and swirl of misinformation surrounding the COVID-19 crisis has presented wider
opportunities for authoritarian regimes to exacerbate divisions as well as amplify each other when
strategically advantageous. For instance, there are indications that digital influence operations surrounding
the virus have served to further heighten tensions, and provide opportunities for attacks, among Gulf
adversaries.81
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A charter flight carrying a 9-member Chinese aid team and 31 tons of medical supplies arrived in Rome,
March 12, 2020. (People’s Daily, 13 March 2020)
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At the same time, the efforts of Beijing, the Kremlin, Tehran, and others can complement each other even
when specific narratives diverge, as many have an interest in weakening democratic cohesion.82 In
spreading a particular conspiracy theory regarding the purported U.S. origin of the virus, Chinese officials
have relied upon and retweeted narratives put forth by organizations, some of which have reportedly
received Russian money, that already have an audience in western countries. These official account
amplifications have then found themselves echoed in the wider disinformation echo chamber that exists in
the United States and across the world.83

https://media.defense.gov/2020/Oct/21/2002520725/2000/2000/0/210819-D-BD104-019.JPG
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According to analysis by the Alliance for Securing Democracy, since November 2019 three of the top five
outlets most retweeted by Beijing-linked accounts were funded by the Russian or Iranian governments, while
individuals associated with Russian government-funded outlets or pro-Kremlin websites were among the 100
most retweeted accounts by Chinese accounts in their proprietary dataset.84 Thus, while some analysts
have stressed differences in the Russian and Chinese approaches,85 it is possible that the current pandemic
may provide even greater opportunities for collaboration and amplification, relying on the global
disinformation echo chamber for maximum reach, than existed in the past.

Some may ask if opportunities for collaboration and amplification necessarily lead to “impact.” The question
of impact is a tricky one, since it can be defined in numerous ways. Does only evidence of a real-world
outcome that can be directly attributed to an influence operation count as impact? What about less
quantifiable shifts in the nature and structure of the global information environment? The truth is, metrics for
measuring the “impact” of digital influence operations are still evolving. Researchers can track how far
certain operations spread, into which networks, and so on, using social network analysis and other methods.
But we are still developing ways to understand how authoritarian digital influence operations may target and
influence perceptions around specific narratives in certain countries, and specialized polling methodologies
have not yet been put to this purpose.86 Until more granularity in attribution emerges, one can point to
correlations; for instance, in Serbia, where China has been blanketing the country with information and other
types of influence operations, four out of ten Serbians think China is the biggest donor to the country (it is in
fact the EU).87

Getting to a Resilient Democratic Response

While the issues laid out here have pressing and direct ramifications for national security and great power
competition, traditional security-based frameworks, processes, and “weapons” do not easily stretch to
accommodate these challenges. Because these operations strike at the heart of democratic societies,
societies themselves must be part of the solution—in ways that go beyond typical conceptions of national
security, yet also protect key civil and political rights.

This can be challenging from a policy perspective. Issues relating to democracy, authoritarianism, and the
quality of the media environment have typically been relegated to a different basket of concerns in the
foreign policy context than those concerning, for instance, cyber threats. While the former is typically
addressed through support for freedom of expression, key political rights, and independent media in other
countries, the latter is typically considered a defense or homeland security issue. Authoritarian digital
influence operations do not fall neatly into any of these categories, and at times touch multiple dimensions
across foreign and domestic policy.

But addressing authoritarian digital influence operations outside the traditional national security lens is not
straightforward. In the current policy discourse, this may devolve to putting the onus primarily on the
technology platforms to take care of the problem. Yet tech platform action, while necessary, cannot form the
sum total of the response. Certainly, the tech platforms have become more proactive in identifying and taking
down coordinated inauthentic behavior stemming from state or state-linked actors: Much of the research and



15/24

takedown action cited in this article stems from company action. The current coronavirus pandemic has
further incentivized companies to get tougher on conspiracy theories and other forms of mis- and
disinformation that may have public health ramifications.88

That said, there is widespread sentiment that technology companies must do more to prevent authoritarian
digital influence operations in particular, while at the same time not focusing unduly on content-based
remedies that may inadvertently chill speech and comport with authoritarian aims. The European
Commission Vice President overseeing the EU’s Code of Practice on Disinformation—self-regulation under
which platforms have committed to deleting fake accounts and regularly reporting on manipulation—has
urged companies to do more than they are currently.89 At the same time, civil society organizations have
raised concerns that making platforms more broadly liable for speech they host may have a chilling effect on
expression and could contribute to a splintered global internet.

Some solutions propose bypassing the sticky issue of content moderation in favor of more seriously
interrogating the business model underlying the major platforms, which—in the name of data collection and
attention—may provide fertile ground for such influence campaigns. Others suggest ways to alter the design
of platforms to encourage more credible content to rise to the fore. Karen Kornbluh and Ellen Goodman have
suggested, for instance, user interface defaults that favor transparency, through better labeling; user-
customized algorithmic recommendations and ways to track content complaints; and design solutions that
introduce friction into the system (say, by limiting forwarding on messages, or encouraging users to read
articles before sharing). All of this would make it harder for disinformation to thrive (and, conversely, easier
for users to engage constructively). These changes, they argue, would need to be accompanied by privacy
laws updated for the digital age—making it harder for all sorts of actors to gain access to individuals’ data
and target them for influence operations—and national security information sharing between and with the
platforms on authoritarian digital influence operations and other actions targeting democratic integrity.90
These and other innovative suggestions point to a future in which tech companies can—if they wish—build
resilience into the design and functioning of their platforms.

Because regulatory or other solutions to the platform issue seem overly complex and burdensome, many
turn to the idea of “digital literacy” as the answer to building a resilient response to authoritarian digital
influence operations. Yet, just as the entire onus cannot be laid at the feet of the technology companies, it
also cannot be the burden of the individual information consumer to simply become more literate and
effective in sorting out authentic from inauthentic behavior. While the initial flurry of activity around
disinformation and other digital influence operations focused on fact-checking, this is increasingly seen as
just one part of a multilayered solution rather than an effective fix on its own. For one thing, sometimes—as
highlighted in examples here—the information amplified in digital influence operations is actually true; it is
simply being presented without context, or twisted in such a way to fit overarching narratives. Moreover, fact-
checking does little against broader narratives and coordinated campaigns of inauthentic activity that are
then picked up and amplified by organic networks. Even the most ambitious fact-checking campaign finds it
difficult to travel as far and as fast as the original piece of information. Fact-checking also does not address
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the psychological drivers behind the “demand” for disinformation on the part of news consumers: If
individuals are invested in a particular political narrative, they may be more likely to reject corrective
information and rationalize their pre-existing beliefs.91

Not all digital literacy efforts are the same, and there have been pioneering efforts that deliberately seek to
inoculate news consumers against authoritarian disinformation in particular—for instance, in Ukraine.92 As
these efforts are rolled out more broadly, there will need to be stronger efforts to learn relevant lessons from
pilots and scale up in a way that is effective. But the learning curve on digital literacy remains steep, even as
it is frequently mentioned as a kind of cure-all for a variety of ills related to mis- and disinformation.

The gatekeepers of the information ecosystem—traditional and digital media companies, editors, curators,
and others—have their own role to play in mitigating the scope and scale of authoritarian digital influence
efforts. Some have recommended a blueprint for action on norm building across information-related
industries, applied to both consumers and producers, with a particular focus on the labeling of authoritarian
state-linked media.93 Certainly, more widespread recognition of the part played by specific authoritarian
media outlets in the broader authoritarian digital influence spectrum would help inoculate societies to their
divisive aims, and might limit their reach. Action to clearly label outward-facing digital influence operations
that utilize platforms banned at home by authoritarian countries might also help distinguish such content in a
helpful way for information consumers.

Because the challenge has been so complex, democracies have been slow to devise comprehensive
responses to the challenge. They have also been slow to more fully embrace as part of the solution key non-
governmental aspects of resilience, including elements of the media, technology, cultural, academic, and
other sectors. Yet, precisely because these challenges are cross-cutting and interdisciplinary, the response
to them must be similarly multidimensional. On these issues, governments may lead, but they must also look
for leadership to these institutions, that—even absent formal public-private partnerships—must take action
on their own, and preferably together. Although authoritarian digital influence operations as addressed here
are distinct from cybersecurity threats, this aspect of the necessary response is similar: These elements of
civil society form the fabric of the “critical infrastructure” in the information space, and thus must play an
active role in its protection. Moreover, these efforts would ideally go beyond voluntary piecemeal initiatives to
encompass collective vision and action, on norms as well as specific measures. The ideas presented here
represent an attempt to broaden the aperture for national security thinking on these ideas.

As the trends leading up to the current information crisis demonstrate, the need to address acute and
persistent challenges emanating from the information space will form a distinct feature of the international
security environment for the foreseeable future. It is imperative that democratic governments and civil society
together lead a robust and multi-layered counter-strategy, preferably one firmly premised upon democratic
values. In the meantime, authoritarian regimes will continue to press their advantage, whether democracies
muster an effective response or not. PRISM
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